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The Activity Recognition Chain generally precludes the challenging scenario of recognizing new activities that were unseen
during training, despite this scenario being a practical and common one as users perform diverse activities at test time. A few
prior works have adopted zero-shot learning methods for IMU-based activity recognition, which work by relating seen and
unseen classes through an auxiliary semantic space. However, these methods usually rely heavily on a hand-crafted attribute
space which is costly to define, or a learnt semantic space based on word embedding, which lacks motion-related information
crucial for distinguishing IMU features. Instead, we propose a strategy to exploit videos of human activities to construct an
informative semantic space. With our approach, knowledge from state-of-the-art video action recognition models is encoded
into video embeddings to relate seen and unseen activity classes. Experiments on three public datasets find that our approach
outperforms other learnt semantic spaces, with an additional desirable feature of scalability, as recognition performance is
seen to scale with the amount of data used. More generally, our results indicate that exploiting information from the video
domain for IMU-based tasks is a promising direction, with tangible returns in a zero-shot learning scenario.
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1 INTRODUCTION
When developing a Human Activity Recognition (HAR) system for IMU data, the first step is to define a set of
activity classes to recognize. This determines what data to collect, how to collect them, and importantly, what
activities can be recognized at test time. Once model learning is complete, the developed system generally cannot
handle challenging scenarios where instances of new activities classes are encountered, in which case the system
will output an uninformative “other” class (if included in training) or predict a wrong label belonging to the seen
classes.
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In reality, the scenario of encountering unseen activities is common in practical applications of HAR systems.
The primary reason is that the number of human activities is large but existing datasets only cover a limited
number of them [54] (most IMU datasets [44, 45, 47, 52] contain fewer than 20 activity labels), which means
users are bound to perform activities which are not currently recognizable. Although it is possible to build larger
IMU datasets so that the HAR systems are trained with more diverse activities in the first place, the high costs
associated with data collection and annotation remain prohibitive. Further, since the types of activities performed
varies with user depending on lifestyle, environment and occupation factors, it is hard to collect sufficient IMU
instances for each specific activity. These limitations inhibit the use of HAR systems in the continuous monitoring
of Activities of Daily Living (ADLs), which is of great interest to psychology and healthcare research communities
[38, 48, 58].
Zero-Shot Learning (ZSL) [57] offers a framework to solve the problem of recognizing previously unseen

activities. Its development has been especially driven by applications related to images, videos and natural
language processing (NLP). The main principle behind most zero-shot learning methods is to associate seen
and unseen classes through some auxiliary information, usually defined by a semantic space. This approach is
analogous to how humans recognize unfamiliar objects – a common example given in computer vision is that
we can recognize “zebras” without seeing one before, if we were given the information that “zebra looks like
horses with stripes”, and that we can recognize “horses” and “stripes”. Therefore, the semantic space will need
to contain rich information about both seen and unseen classes, and be related to the feature space. By using
such a semantic space, ZSL methods can determine the class labels for instances of unseen classes, even when no
labelled instances were available.
In the field of Activity Recognition from IMU data, there have been few prior studies on zero-shot learning

[19, 36, 56, 59]. Most studies in this direction adopt a hand-engineered attribute space, one of the most widely
used semantic spaces in zero-shot learning. However, while attributes can be intuitively defined for tasks like
animal recognition (e.g. attributes could be colour or habitat), defining attributes for activities are difficult since
the way activities are performed may change considerably across individuals and time. As a result, domain expert
knowledge is required to define the attribute space, which may look entirely different under different studies.
Using a learnt semantic space facilitates a principled approach to refining the zero-shot learning problem.
Although there have been attempts to employ learnt semantic spaces built from word embeddings of class

labels or descriptions, they have been found to give varying performance compared to manual attributes [36, 59];
This is unsurprising given the semantic gap between words and IMU signals (since words lack motion-specific
information), as well as confusions when the activities have compound names [21].

In this work, we propose a novel strategy to construct an informative semantic space for IMU-based HAR using
videos of human activities. With this strategy, feature representations of videos are extracted from state-of-the-art
video action recognition models trained from thousands of videos and hundreds of activity classes. These rich
feature representations, which we refer to as video embeddings, are then used to construct a semantic space to
relate seen and unseen classes. Not only does this video-based semantic space circumvent the need to manually
define attributes, it also manifests the transfer of knowledge from video-based HAR models to an IMU-based
HAR problem.

We conducted systematic experiments on three public IMU datasets to evaluate zero-shot learning approaches
based on the three aforementioned semantic spaces: attributes, word, and video. Our experiments show that the
video semantic space is consistently superior to text-based methods, and comparable to and sometimes even
better than that of attribute-based methods. By varying the number of videos used per activity, we demonstrate
that only a small number of videos are required for each activity to achieve reasonable accuracy. Our analysis
suggests that a video semantic space is scalable, as the recognition performance is found to increase with the
number of videos used; This is desirable property since, in contrast to IMU data, video data can be collected easily
from public online repositories and curated datasets. More generally, our work highlights the value in exploiting
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information and resources from other modalities (in our case, video data and video HAR models) for tackling
long-standing challenges faced in ubiquitous activity recognition using IMU data.
We summarize the key contributions of this paper as follows:
• We propose a novel video-based semantic space for zero-shot learning of IMU-based activity recognition.
• We propose a practical strategy to construct the video-based semantic space by exploiting a state-of-the-art
pre-trained video activity recognition model.

• We empirically show that our video-based semantic space is scalable, and achieves strong zero-shot learning
performances against word-based and attribute-based approaches.

• We investigate a combined approach to leverage both video-based and word-based semantic spaces for
improved zero-shot learning performance.

2 RELATED WORK
We outline connections and differences of our work to the following lines of research.
Zero-Shot Learning. Zero-shot learning describes a scenario where a classifier is asked to determine the class
labels of instances that belong to unseen classes, which have no labelled instances during model learning (or
adaptation) [57]. Our approach belongs to the broad group of projection-based methods, in which instances are
projected from the feature space to a semantic space, where the classification is carried out using classifiers such
as the nearest neighbour classifier. One popular and pioneering projection-based method is the Direct Attribute
Prediction (DAP) [33], which trains multiple SVMs to predict/map each of the binary attributes in the semantic
space separately, so that each SVM simply classifies one semantic attribute/property. The final predictions are
then inferred using Maximum A Posteriori (MAP) estimation. However, separate classifiers mean the semantic
space must be a manual attribute space because the numbers in most learnt spaces typically have no explicit
meaning. Therefore, later works such as Attribute Label Embedding (ALE) [4] usually predict the entire semantic
embedding at once using a projection function that is as simple as a linear matrix projection. Linear mappings
are limited since usually the instances are not linearly separable, so nonlinear mappings are also introduced by
many works [6, 49, 62], some of which are unsurprisingly based on neural networks. For example, Socher et al.
propose [49] to use a multilayer perceptron (MLP) for nonlinear projection.
IMU-based Zero-Shot Human Activity Recognition. Few previous works which implement zero-shot
learning exist for the application of IMU-based activity recognition. Cheng et al. [19] proposed a method that is
similar to DAP [33], which employs separate SVMs to predict each attribute of a binary attribute semantic space.
Thereafter, a typical nearest neighbour classifier is used for classification. Cheng et al. [18] later extended their
work by replacing the SVMs with the conditional random field (CRF) and the nearest neighbour classifier with
the junction tree algorithm [25], but the attribute semantic space remains the same. Wang et al. [56] proposed a
nonlinear-compatibility-based method, which is equivalent to using an MLP to project from the feature space to
the attribute semantic space. Ohashi et al.’s work [39] employs a CNN to extract features from raw IMU data and
perform the projection at the same time. Their semantic space is still an attribute space, but it contains binary,
discrete and continuous attributes. Moreover, they also introduced the idea of attributes’ importance so that
instances from different classes would have different emphasis on the attributes, but the importance table is
also manually defined. The use of learnt semantic spaces, as defined by word embeddings, was not studied until
recent works [36, 59]. In [36], Matsuki et al. compared the use of attribute vectors and two variations of word
embedding vectors and found their performances to be similar. Most recently, Wu et al. [59] proposed an MLP
with skip connections for projection, and they found in their experiments that a manually defined attribute space
gives superior performance to a semantic space defined by Word2Vec [37]. While previous work predominantly
utilises the manual attribute space, and even word embedding spaces have not been fully explored, our work
instead explores both word embedding spaces and the novel video embedding space.
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Learning from Cross-Modal Virtual IMU Embeddings. One motivation of our work is to leverage the video
domain, which provides rich datasets and modelling resources, to benefit activity recognition on IMU data, where
data collection costs are high. This motivation is shared by a growing body of recent works which use videos as a
source domain to generate virtual embeddings for activity recognition on IMU data [31, 32, 35, 46] as well as other
sensing data [2, 9]. An approach developed for tri-axial virtual IMU data generation from videos is IMUTube
[31, 32], which applies a sequence of pose estimation, tracking and relevant video processing techniques to infer
the 3D motion of human bodies depicted in videos, which is then used to extract virtual IMU data as if the sensors
were placed on different parts of the body. Although this strategy could be used to generate IMU signals for an
increased number of activity classes, this type of method still tends to require a large number of videos to start
with, because from one video, one could at most extract a piece of IMU signal that has the same length as the
video. In comparison, our method only requires very few videos per class (as few as 1 video per class) to enable
the recognition of unseen classes at inference time. Moreover, since the goal of these methods is to synthesize
virtual IMU data, they are often contingent on accurate pose tracking, which makes them highly sensitive to
occlusions of the human body and thus constrained by the quality of the collected video data. In contrast, our
method does not require pose tracking and employs video activity recognition models which make use of the
entire video clip, including pixels not just from the human body, to learn informative embeddings for activity
classification.

3 PROPOSED APPROACH
In this section, we detail the design of our proposed video-based zero-shot learning approach.

3.1 Problem Formulation
Zero-shot learning tackles the problem of classifying classes that have no labelled instances available. We denote
the set of seen classes as S =

{
𝑐𝑠𝑖

}𝑁𝑠

𝑖=1 and the set of unseen classes as U =
{
𝑐𝑢𝑖

}𝑁𝑢

𝑖=1, where S ∩U = Ø. During
training, we are given the training dataset 𝐷𝑡𝑟𝑎𝑖𝑛 = {(x𝑖 , 𝑦𝑖 )}𝑁𝑖=1 ∈ X × S, where 𝑁 is the number of training
instances, X ∈ R𝑑 is the feature space, and all instances are from the seen classes S. During testing, we are given
𝐷𝑡𝑒𝑠𝑡 = {x𝑖 }𝑁𝑡𝑒𝑠𝑡

𝑖=1 ∈ X, and these test instances belong to the unseen classes U.
Since the classifier cannot learn from any labelled instances belonging to the unseen classes, a semantic space

needs to be defined to solve the zero-shot learning problem. In the semantic space, every (seen and unseen) class
has a corresponding vector representation called a class prototype. We denote the semantic space asP = {p𝑘 }𝑁𝑠+𝑁𝑢

𝑘=1 ,
where p𝑘 ∈ R𝐹 is the prototype for class 𝑐𝑘 .

We adopt a projection-based approach for zero-shot learning, where the main idea is to obtain labelled instances
for the unseen classes by projecting the instances from the feature space X onto the semantic space P.

For an instance x𝑖 , the projection function ℎ(·) is defined as follows:

X → P : z𝑖 = ℎ(x𝑖 ) (1)

After projection, classification is performed in the semantic space. Due to the limited number of labelled
instances in the semantic space (the prototype is the only labelled instance of a class), it is common practice to
use a nearest neighbour classifier (1NN) to output the final prediction class.
The overall workflow can be summarized into the following three stages:
(1) We use a pre-trained video HAR model 𝜙 (·) to extract the prototypes P of all seen classes S and unseen

classesU from collected video data.
(2) Given training instances (x𝑖 , 𝑦𝑖 ) ∈ 𝐷𝑡𝑟𝑎𝑖𝑛 belonging to seen classes S, we learn the projection function ℎ(·)

to project IMU features x𝑖 to z𝑖 .
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Fig. 1. Overview of our projection-based method for zero-shot learning. The right side illustrates the construction of a video
semantic space, which is done by passing video data through a pre-trained I3D model to compute class prototypes. The left
side shows the projection of IMU features into the video semantic space, done using a 4-layer MLP.

(3) Given testing instances x𝑖 ∈ 𝐷𝑡𝑒𝑠𝑡 belonging to unseen classes U, we use the learnt projection function to
project IMU features x𝑖 to z𝑖 . Then, we use nearest neighbour classification to retrieve the corresponding
class of the closest prototype p𝑘 .

In the following sub-sections, we describe our implementations of these three steps in detail.

3.2 Constructing the Video Semantic Space
We describe our strategy for constructing the video semantic space. This assumes the availability of video data
belonging to activities described in the seen S and unseen classes U (we describe the collection of video data in
Section 4.2.)

We extract the video embedding prototype p𝑘 ∈ R𝐹 of an activity as the set of features of this activity’s video
extracted with a pre-trained video HAR model 𝜙 :

p𝑘 = 𝜙 (v𝑘 ), (2)

where v𝑘 is the raw video data of activity class 𝑐𝑘 . If multiple videos are collected for each activity class, then we
define the prototype as the mean of individual feature vectors:

p𝑘 =
1

𝑁 𝑣𝑖𝑑
𝑘

𝑁 𝑣𝑖𝑑
𝑘∑︁

𝑛=1
𝜙 (v𝑛

𝑘
) (3)

where 𝑁 𝑣𝑖𝑑
𝑘

is the number of available videos of activity class 𝑐𝑘 .
In our experiments, 𝜙 is defined as video activity recognition model I3D [13]. Specifically, we use an I3D model

pre-trained on Kinetics-400 [26]. The Kinetics-400 dataset is a commonly-used benchmark for video activity
recognition, containing 306, 245 labelled videos in total for 400 activity classes, and I3D is a popular architecture
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achieving state-of-the-art results on the dataset. The I3D architecture employs a 3D-CNN to treat the temporal
dimension in videos as an extra spatial dimension. There are two streams in the I3D architecture, namely the
RGB stream and the optical flow stream. The RGB stream inflates an Inception-v1 [51] architecture by endowing
2D filters with a third dimension and copying weights pre-trained on ImageNet [20] across this third dimension
as initialization. The extra optical flow stream shares the same architecture, but in our pipeline, in the interest of
efficiency, only the RGB stream is kept.
The construction of the video embedding space is represented in the right side of Figure 1. Videos of each

activity class are passed into the RGB branch of the aforementioned I3D model, and a forward pass is conducted
to extract features from the penultimate or last layer, which we refer to as I3d-features or I3D-logits respectively.
Embedding vectors from I3D-feature has dimension 𝐹 = 1024, and they can be seen as the output of the I3D
feature extractor, encoding high-level features which are most useful for differentiating activities from video
data. Vectors from I3d-logits are the outputs of the last layer before the final activation layer, thus giving the
probability distribution over activities in the Kinetics 400 dataset, with dimension 𝐹 = 400.

3.3 Projecting IMU Features into Video Semantic Spaces
In order to relate the IMU feature space and video semantic space, we project the IMU feature vectors into the
extracted video embedding space. Since the focus of our study is the effectiveness of different semantic spaces,
we follow closely the projection operation described in [59]. This projection operation is depicted on the left side
of Figure 1.

The input to the pipeline is the IMU features x𝑖 extracted from raw IMU data using the sliding window method.
We define the projection function ℎ(·) as a 4-layer Multilayer Perceptron (MLP) that is similar to that used in
[59] and apply batch normalization [24] between all layers of the model. Each of the first 3 layers in the MLP ℎ(·)
is a typical fully connected layer with ReLU activation defined as

h𝑙 = 𝑟𝑒𝑙𝑢 (𝑊𝑙h𝑙−1 + 𝑏𝑙 ), (4)

where 𝑙 is the layer number,𝑊𝑙 is the weight matrix and 𝑏𝑙 is the bias. The MLP has two skip connections
connecting from the first and second layer to the third layer, so the definition of the fourth (output) layer is

h4 = 𝑟𝑒𝑙𝑢 (𝑊4 [h1, h2, h3] + 𝑏4). (5)

The reason behind these skip connections is that the output of previous layers may also help the classification
[59]. Finally, the output of the whole MLP ℎ(·) is the projected instance

z𝑖 = ℎ(x𝑖 ) = h4 . (6)

After projection, classification is performed with a 1 Nearest-neighbour (1NN) classifier, which uses the cosine
similarity as the distance metric between the projected instance z𝑖 and any class prototype p𝑘 :

𝑆𝐼𝑀 (z𝑖 , p𝑘 ) =
z𝑖 · p𝑘
∥p𝑘 ∥2

, (7)

The Softmax probability of x𝑖 belonging to a class 𝑐𝑘 can thus be written as:

𝑝 (𝑦𝑖 = 𝑐𝑘 | z𝑖 ) =
exp (𝑆𝐼𝑀 (z𝑖 , p𝑘 ))∑

𝑞∈T exp
(
𝑆𝐼𝑀

(
z𝑖 , p𝑞

) ) , (8)

where T is S during training and U during testing.
This gives the final prediction as

𝑦𝑖 = argmax
𝑐𝑘 ∈T

𝑝 (𝑦𝑖 = 𝑐𝑘 | z𝑖 ) , (9)
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3.4 Learning the Projection Function
To train the projection mapping, we adopt the Cross Loss function introduced in [59]:

𝐿 =

𝑁∑︁
𝑖=1

∥z𝑖 − p𝑦𝑖 ∥2 − _

𝑁∑︁
𝑖=1

∑︁
𝑘∈S

𝑦𝑘𝑖 log (𝑝 (𝑦𝑖 = 𝑐𝑘 | z𝑖 )) (10)

,
where p𝑦𝑖 is the prototype of ground truth class 𝑦𝑖 and 𝑦𝑘𝑖 is the 𝑘𝑡ℎ entry of the one-hot representation of 𝑦𝑖 .

The terms in the loss function are explained as follows:
• The first term

∑𝑁
𝑖=1 ∥z𝑖 − p𝑦𝑖 ∥2 denotes the projection error. This ensures that the learnt projection function

maps the IMU features to a vector more similar to the video prototype vector.
• The second term −∑𝑁

𝑖=1
∑

𝑘∈S 𝑦
𝑘
𝑖 · log (𝑝 (𝑦𝑖 = 𝑐𝑘 | z𝑖 )) denotes the cross-entropy loss on the prediction of

the seen activity classes from the IMU vector.
• _ is a trade-off parameter between the projection and prediction losses.

3.5 Combining Semantic Spaces
In addition to the standard case of employing one semantic space, we may also employ multiple spaces for
inference at test time, for instance by combining word and video spaces. In the following, we describe a method
to combine two semantic spaces based on distance vector combinations.
First, we train two ZSL models using the two spaces separately. During inference, the test instance is passed

through both models so that we would get two projections z𝐴 and z𝐵 . Before nearest neighbour classification, in
the respective semantic spaces of z𝐴 and z𝐵 , we calculate their distances measurements to all label prototypes
and get two distance vectors Δ𝐴 and Δ𝐵 . Then the combined distance vector for the space (A+B) is defined as:

Δ𝑐𝑜𝑚𝑏 = (1 − 𝛼)Δ𝐴 + 𝛼Δ𝐵, (11)

where 𝛼 is a parameter for adjusting which of the semantic spaces carries more weight in influencing the
prediction. The combined distance vector Δ𝑐𝑜𝑚𝑏 is then used to identify the closest prototype and make a
prediction.

4 DATA COLLECTION AND IMPLEMENTATION

4.1 IMU Data
Three publicly available datasets are used in our experiments, namely the PAMAP2 [44, 45] dataset, the DaLiAc
[34] dataset and the UTD-MHAD [17] dataset. In each dataset, we use data from triaxial accelerometers and
gyroscopes.

• PAMAP2 The PAMAP2 [44, 45] Physical Activity Monitoring Data Set consists of IMU data of 9 subjects
and 18 daily activities. Each subject wears 3 IMUs positioned on the wrist, the chest and the ankle. Before
feature extraction, we remove 10 seconds from the start and end of each activity recording to make sure no
noise is included. Following [45], we segment the raw data into sliding windows with a window size of 5.12
seconds and an overlap of 1 second. Within each window, we calculate the mean and standard deviation
and then save them as features. In total, we extract 24222 instances, with each instance containing 36
dimensions.

• DaLiAc The DaLiAc (Daily Life Activities) database [34] contains IMU data collected from 19 subjects
performing 13 daily life activities (e.g. “washing dishes”, “vacuuming” ). We merge two classes, “bicycling on
ergometer (50W)” and “bicycling on ergometer (100W)”, into one as it is probably unnecessary to differentiate
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them and impossible to find corresponding videos for each of them. Each subject wears 4 IMU sensor nodes,
located on the left ankle, the right hip, the chest, and the right ankle. We again use the sliding window
method with 5.12 seconds of window size and 1 second of overlap to extract mean and standard deviation.
Finally, we got 21889 instances, with each instance containing 48 dimensions.

• UTD-MHAD The UTD Multimodal Human Action Dataset (UTD-MHAD) [17] is very different from
PAMAP2 and DaLiAc because it contains short actions (e.g. “waving”, “clapping” ) and it was collected for
multi-modal action recognition instead of IMU-only HAR. Therefore, apart from IMU data, UTD-MHAD
also contains time-synchronized RGB videos and depth information. For IMU data collection, two IMUs
were placed on the wrist and thigh of 8 subjects, and each subject performed 27 classes of actions. Since the
actions in UTD-MHAD are very short, we do not use the sliding window approach, but instead treat the
whole recording as one single window. This results in 861 instances, and each instance has 12 dimensions.

Train-Test Split. Following [56], we adopt a 𝑘-fold evaluation approach to split the activity classes in each
dataset into train (seen) and test (unseen) portions over 𝑘 disjoint folds. On PAMAP2, we adopt the same train-test
split defined in [56] (𝑘 = 5), which leaves 3 to 4 unseen classes representing different activity types per fold. For
DaLiAc, we randomly select 3 unseen classes in each of 𝑘 = 4 folds. For UTD-MHAD, we randomly select 5 to 6
unseen classes in 𝑘 = 5 folds. To ensure that the resulting train-test splits are balanced in the types of activities,
in both cases we first manually identify the types of activities that a class belongs to, then randomly select classes
from each type of activity to populate the test set of each fold. More details on train-test splits can be found in
Appendix A.

4.2 Video Data
To build the video embedding space, there should be at least one video clip per (seen and unseen) activity class.
In total, we collect 10 videos per class for the 18 activity classes in PAMAP2, and 13 activity classes in DaLiAc.
For activity classes that appear in both datasets (e.g. “walking” ), videos are reused for both datasets. Figure 2
demonstrates example frames of the collected videos for 6 random activities.
The data collection of videos for PAMAP2 and DaLiAc activities are guided by the given class labels. Where

possible, we source annotated videos from public datasets, namely HMDB51 [30], UCF101 [50] Kinetics [12, 26]
and RealWorld [52], by manually browsing videos annotated with semantically similar activities, e.g. we refer
to videos annotated as “using computer” in Kinetics when sourcing videos for “computer work”. If not enough
relevant videos cannot be found, we use keyword-driven search to download online videos from YouTube. As a
result, the collecting videos are a mixture of amateurly or professionally recorded, with varying visual quality,
camera stability, backgrounds, identity and number of human subjects. There may also be a small number of
frames in each clip where the said activity cannot be identified due to occlusion, lighting conditions, or blurriness.
We cap the video duration at 2 minutes with a minimum of 5 seconds. To extract video embeddings from the I3D
model, we randomly select 512 consecutive frames from each clip, which represents 17 seconds assuming an
average frame rate of 50𝐻𝑧; shorter videos are repeated to the 512 frames before input.
For UTD-MHAD, we directly use the videos provided by the dataset to extract the embeddings. There are 32

video clips available for each class label, as 8 subjects performed each activity 4 times. These videos have limited
variability as the camera and the background are always fixed, and the subjects are always located in the centre.
The videos have a frame rate of 15𝐻𝑧 so we use 256 consecutive frames to extract video embeddings from the
I3D model for consistency.

4.3 Baseline Semantic Spaces
Attribute Space. We also consider attribute spaces, which act as baselines. These spaces are built with manually
defined attributes. For the PAMAP2 dataset, we adopt the attributes from the work of Wang et al. [56], which is
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Bicycling on ergometer Descending stairs Computer work

Lying Playing soccer Vacuum cleaning

Fig. 2. Example frames from the collected videos belonging to activity classes in the PAMAP2 or DaLiAc datasets. The source
of each video frame is listed in Appendix B.

based on the movement of body (e.g. “arms straight (or not)” ) and related objects & environment (e.g. “indoor (or
not)” ). We then manually define the attribute space for the DaLiAc dataset and the UTD-MHAD dataset using a
similar set of attributes. We arrive at attribute spaces of PAMAP2, DaLiAc and UTD-MHAD with 42, 45 and 29
dimensions respectively. These are documented Appendix C.
Word Embeddings. We consider two word representation models, Word2Vec [37] and GloVe [41] to extract
word embeddings. Both models leverage the co-occurrence of words in a large text dataset to measure their
similarity, thereby creating a word semantic space where words with similar meanings are closer, and vice versa.
Although both Word2Vec and Glove embeddings are popular in zero-shot learning problems in other domains,
Word2Vec embeddings were only recently introduced in the field of IMU-based activity recognition [36, 59], so
our experimentation with Glove embeddings represent a novel application altogether.
To extract the word embeddings from class labels, we use the Word2Vec model trained on the Google News

dataset, as well as the GloVe model trained on the Wikipedia 2014 and the Gigaword 5. Both models produce
300-dimensional word vectors. For class labels with multiple words such as “car driving”, we compute the average
of the feature vector of every word. For the PAMAP2 and the DaLiAc dataset, we use class labels provided by the
authors. We make slight alterations to the labels of the UTD-MHAD dataset to make them more consistent and
descriptive (e.g. “catch” to “hand catch” ).
Random Embedding Space. We additionally consider a random embedding space as a sanity check for the
effectiveness of the semantic spaces and the ZSL method. Here, each class prototype is a randomly generated
400-dimensional vector. Intuitively, a method using this random embedding space should have the accuracy of a
random guess.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 5, No. 4, Article 180. Publication date: December 2021.



180:10 • Tong and Ge, et al.

4.4 Model Implementations
Owing to our zero-shot learning task and 𝑘-fold cross-validation setup (Section 4.1), we keep the amount of
hyperparameter tuning to a minimum so as not to be influenced by the unseen class result during model devel-
opment. This is in keeping with best practices in the ZSL domain since tuning hyperparameters based on the
cross-validation test results (which contains the unseen classes) would violate the zero-shot assumption [14, 61].
We therefore fix any required hyperparameters after reviewing the ranges of common settings in IMU-based
activity recognition literature [43], and after a round of initial experiments which confirm that the relative
performances of all methods are not changing. We arrive at the following: We employ the ADAM optimizer [28]
with learning rate of 10−4, adopted 𝐿2 regularization with _ = 10−4 and ran training with 15 epochs with a batch
size of 64. Unless otherwise specified, we follow these configurations throughout the paper. The models and
supporting functions are implemented in Python with the PyTorch [40] framework, and model training is carried
out mainly on an NVIDIA Tesla P100 GPU or an NVIDIA GeForce RTX 2070 Max-Q GPU.

5 EXPERIMENTS
In this section, we describe the experiments conducted to examine the proposed zero-shot learning pipeline, with
a particular focus on the effectiveness of the video-based semantic space. In each experiment, we discuss the
underlying question, methods used, the results along with any implications and analysis.

5.1 Experiment I: Effectiveness of the Video Semantic Space
Question. The first question we investigate is if we are able to create a meaningful video semantic space to
facilitate zero-shot learning in IMU-based activity recognition. Does the Video Semantic Space Work?

Method. We collect 10 videos per activity class to construct a video-based semantic space for zero-shot learning.
We evaluate our pipeline on the three benchmark datasets, namely PAMAP2, DaLiAc and UTD-MHAD, using
the I3D-features space, the I3D-logits space as defined in Section 3.2, as well as their combined space I3D-both
(following Section 3.5). For comparison, we also perform controlled tests on semantic spaces of random, attribute
and word embeddings. We use average per-class accuracy as our main evaluation metric throughout the paper as
it is the most widely used metric for existing zero-shot learning methods [56]. We also report macro F1-Score
here as it is a common metric used in IMU-based activity recognition.
Results. We report the performance comparison between video and other embeddings in Table 1. We see that
video embeddings deliver strong ZSL performance when compared to alternate semantic spaces. Considering
I3D-features and I3D-logits alone, they achieve consistently better performance than word embeddings by a large
margin (accuracy improvement ranges from 13% to 33%). In addition, I3D-both is seen to give performance gains
when compared to even the hand-crafted attribute space. Overall, this is a positive sign that videos of human
activity, even those collected in-the-wild without much curation, encode a more informative representation for
relating seen and unseen classes.

Interestingly, the difference in performance given by the two layers of the same video network (I3D-features and
I3D-logits) is substantial (average difference of 12% in accuracy), and I3D-logits is seen to give better performance
on PAMAP2 and UTD-MHAD. We believe this is related to the larger overlap in the nature of activities present
in these datasets and Kinetics, on which the I3D model was pre-trained. Since the 400 dimensions of video-based
class prototypes can be interpreted as a probability distribution over the 400 activity classes, this information
may be more useful for representing the unseen classes found in PAMAP2 and UTD-MHAD (which, like Kinetics,
contain many sports-related actions and activities). On the other hand, the I3D-features space extracts feature
representations that are less fine-tuned to the particulars of the Kinetics label space, and may be more generally
informative. The significant performance gains observed when combining both spaces into I3D-both seen on
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Table 1. Comparison of zero-shot learning approaches when different semantic spaces are used. Best results amongst the
individual learnt spaces are bolded. Best overall results are coloured in blue.

Semantic space PAMAP2 DaLiAc UTD-MHAD
accuracy F1-score accuracy F1-score accuracy F1-score

Hand-crafted Random 28.5 23.4 35.6 28.8 18.6 16.3
Manual attributes 60.6 54.7 70.7 63.2 40.8 37.8

Learnt (Word) Word2Vec 42.5 38.4 59.6 53.6 32.6 29.1
GloVe 40.5 33.8 60.0 57.9 24.3 21.0

Learnt (Video)
I3D-features 49.3 45.7 65.5 60.2 36.4 32.8
I3D-logits 56.4 49.5 68.0 58.0 42.8 38.5
I3D-both 65.5 61.2 71.6 66.2 43.4 39.5

PAMAP2 and DaLiac (average gains of 8% in accuracy) indicates that these representations can be complementary
and effectively combined to improve performance.
Visualizations. Figure 3 shows the per-activity F1 performances given by the semantic spaces of video, word
and manual attributes when evaluated on the unseen classes in each fold. We see that the zero-shot learning
problem is indeed a challenging problem as no single semantic space performs consistently well without fail
across all activity classes, though their relative performances may reveal the limitations of each space. Word2Vec
performs especially poorly in many activities which are predominantly characterised by their motions (such
as “running” and “playing soccer” in PAMAP2 and “descending stairs” in PAMAP2 and DaLiAc), which may be
related to the limited amount of motion-specific information contained in word-based spaces. Weak Word2Vec
performance on some sedentary activities (such as “watching TV” in PAMAP2) may be attributed to the varying
definitions of the composite word vectors, which may be too non-specific for activity identification. While the
video-embedding space seems to perform well on most of the aforementioned activity examples, they still struggle
in certain cases (e.g. confusing “rope jumping” with “descending stairs” or “ascending stairs” ) where the motion
characteristics alone may not lend enough specificity for their identification in a zero-shot learning setting.

The UTD-MHAD dataset presents the hardest scenario for all three types of semantic spaces, possibly because
the activity classes here involve the most fine-grained distinctions between motions, e.g. “swipe left” was almost
completely misclassified by all three spaces. We see word embeddings perform relatively well when class labels
involve phrases that are prescriptive, such as “pick up then throw” and “two hand push” which neither video nor
manual attributes spaces are able to recognize. We see poor Word2Vec performance in classes where the label is
a single word, e.g. “wave” and “squat” , which suggests that common feature representations of verbs alone may
not contain sufficient motion-related information needed for an IMU zero-shot learning problem. Moreover, the
contrasting performance of word embeddings on “sit then stand” versus “stand then sit” suggests its difficulty in
separating sequential actions; in contrast, both activities can still be classified to varying degrees by the video
and attribute embedding space. In addition, we also see that video embeddings perform better in most cases
where visual knowledge is expected (e.g. “drawing circle clockwise” ).

5.2 Experiment II: Scalability of the Video Semantic Space
Question. In the previous section, we have curated 10 video clips per activity class in order to derive the video
prototype vectors in PAMAP and DaLiAc. In this section, we examine how zero-shot classification performance
varies with the amount of video data used. Is the Video Semantic Space Scalable? We believe this is an
important investigation that can shed light on the trade-offs between video data curation and model performance.
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Fig. 3. Per-class F1 scores of all activities encountered in 𝑘-fold evaluation on each dataset. ZSL approaches using I3D-both,
the best-performing word-based space (i.e. GloVe on DaLiAc and Word2Vec on PAMAP2 and UTD-MHAD), and manual
attributes are plotted here for comparison.

If we observe that the ZSL can perform reasonably well with fewer videos, this may translate to lower data
curation costs as we need not curate 10 videos per activity. Additionally, we are also interested in seeing if the
model performance increases with the number of videos added, as that would suggest that we can potentially
make use of the vast amount of video resources to improve performance in IMU-based HAR and open up many
exciting research opportunities.
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Fig. 4. The relationship between the number of videos per class and observed classification accuracy.

Method. We conduct a new set of experiments on PAMAP2, DaLiAc and UTD-MHAD by varying the number of
videos per class 𝑛 used to compute the video embedding vector. We randomly sample 𝑛 videos from a total of
𝑁 = 10 for PAMAP2 and DaLiAc, and 𝑁 = 32 for UTD-MHAD. For each 𝑛, we repeat the sampling of videos 10
times and report the averaged results reached after training for 10 epochs per run. We conduct these experiments
using the I3D-logits space.
Results. The experiment results are shown in Figure 4. A positive trend is observed in all three datasets, where
classification accuracy is increased as the number of videos per class 𝑛 is raised. The jump in accuracy is especially
visible in the region of 𝑛 ≤ 3. Across the three datasets, one sees that the improvement gradually lowers as 𝑛 gets
closer to 10. This could indicate that 10 is already a good balance on the trade-off between accuracy and video
collection, but if more accuracy is needed, there could still be some room for further growth. For the DaLiAc, it is
even possible that the performance of the I3D features space could surpass that of the attribute space if after
𝑛 > 10. In addition, it is worth noting that only 𝑛 ≥ 3 videos per class are enough for the video embedding spaces
to outperform the word-based approaches.
We note that it is surprising to also observe such a positive trend on the UTD-MHAD dataset, since the 32

videos available per class (4 repeated actions by 8 subjects) have little visual difference when judging by the
human eye. There is still an upward trend even when 𝑛 is close to 32. Although we have adopted a simple
averaging approach to aggregate multiple video embedding vectors into one class prototype, these results suggest
that this simple strategy is enough to retain information from an increasing number of video data, such that the
resulting increase in accuracy is still substantial.

Overall, we believe the results from this experiment reveal a desirable property for using video embeddings to
provide auxiliary information for zero-shot learning, when compared to the attribute or word semantic space,
which do not provide a similar route for further improvement. To increase the amounts of data, researchers
can collect more videos in a similar manner to our data collection protocols described in Section 4.2, which
have a much lower cost of curation than IMU data, or investigate well-established data augmentation strategies
developed in computer vision (e.g. cropping, rotating). Therefore, researchers can make use of this property to
carefully balance the trade-off in model performance and data curation cost according to their own needs.
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Table 2. Comparison of zero-shot learning approaches when different combined semantic spaces are used. Best results are
coloured in blue.

Semantic space PAMAP2 DaLiAc UTD-MHAD
accuracy F1-score accuracy F1-score accuracy F1-score

Combined

I3D-features + Word2Vec 55.0 51.7 68.5 63.9 44.6 40.9
I3D-features + GloVe 52.6 48.9 70.5 68.6 40.0 36.4
I3D-logits + Word2Vec 61.6 55.9 68.9 64.4 48.8 45.9
I3D-logits + GloVe 60.1 54.1 74.0 70.2 44.8 41.4
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Fig. 5. Classification accuracy when 𝛼 is varied from 0 to 1 in steps of 0.01. 𝛼 = 0 represents the case of learning with
video-based space only, and 𝛼 = 1 represents the case of word-based space only.

5.3 Experiment III: Combining Semantic Spaces
Question. In Experiment I, we saw that the word and video semantic space each offers a different approach
in creating an informative class representation for zero-shot learning. Meanwhile, previous works in ZSL for
general applications [3, 5, 15, 60] and video-based HAR [29, 55] have found that performance improvements
may be achieved by combining different semantic spaces; The intuition is that different semantic spaces encode
complementary relationships between the classes, and such combination may also be seen as a variant of ensemble
model learning. In this experiment, we investigate the combination of alternative perspectives from words and
videos in constructing a joint semantic space. Is it beneficial to combine learnt embedding space for
zero-shot learning problems in IMU-based HAR?

Method. To answer this question, we construct combined word and video spaces using the trained models
presented in Section 5.1 and report the best performance achieved by varying 𝛼 from 0 to 1 in steps of 0.01
according to the formulation presented in Section 3.5.
Results. Table 2 report the best ZSL performance achieved by the combined semantic spaces. Best performances
are seen by combinations of I3D-logits with the best-performing word-based space on each dataset, which
increases accuracy by 9% on both PAMAP2 and DaLiAc and by 5% on UTD-MHAD. Figure 5 shows how the
performance accuracy changes as 𝛼 is adjusted on each dataset, where a higher weighting for the video embedding
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Fig. 6. Delta confusion matrices between I3D/I3D+Word2Vec and the Word2Vec on Fold 4 and Fold 3 on the PAMAP2 dataset.
The depicted folds are chosen because I3D-logits achieve the best and worst accuracies on them. From left to right: Best fold
(I3D-logits), best fold (I3D-logits+Word2Vec), worst fold (I3D-logits), worst fold (I3D-logits+Word2Vec). In each matrix, better
and worse performance of video embeddings over word embeddings is indicated in green and red respectively; Therefore, on
the main diagonal, a positive number appears green, and elsewhere, a negative number appears green.

is seen to be optimal for PAMAP2 and DaLiAc but not UTD-MHAD; this suggests that the combination of the
semantic spaces must be carefully considered for each setting.

The observed performance gains could be explained by a smoothing effect brought by combining the semantic
spaces, which we illustrate using delta confusion matrices on example folds of the PAMAP2 dataset in Figure 6.
Each delta confusion matrix is computed by subtracting the normalised confusion matrix ofWord2Vec from that of
I3D-logits or I3D-logits+Word2Vec and indicates their relative performances. We see the smoothing effect leading
to synergies of the two spaces in cases where I3D-logits struggle, most noticeably in the confusion between
“Nordic walking” and “running” . Here, using the video embedding space alone has led to unsatisfactory results,
possibly due to the visual similarity between “Nordic walking” and “running” , whereas the word embeddings of
these activities are clearly different, leading to benefits when considering both information together. However,
we note that the current simple combination approach does not always improve performance, as the benefits of
individual embedding spaces may also be smoothed out, e.g. identifying “lying” in PAMAP2. Inspection of delta
matrices across the datasets led to similar findings. This observation, together with the varying accuracy seen in
Figure 5, both point to future work in investigating different techniques to fully exploit the benefits of combining
semantic spaces.

6 DISCUSSION
There are still challenges and obstacles that could constrain the practical application of video-embedding-based
ZSL. In this section, we discuss the limitations and potential future extensions of our work.
Activity Classes Found in IMU Datasets. In order to evaluate ZSL systems, there needs to be a large number
of activity classes so that the training and testing portions of the datasets would contain enough seen and unseen
activities respectively. Evaluation of ZSL problems for IMU HAR is currently difficult due to the limited diversity
of activity classes present in public datasets. In addition, since our method assumes the availability of video data
corresponding to each activity class, the mismatch in activity class labels between IMU HAR datasets and Video
HAR datasets also present another limitation. For example, many IMU datasets have large amounts of data for
static classes such as (e.g. “standing”, “sitting”, “lying” ), which are rarely captured in long durations in video
dataset; Even when they are captured, the available video data often focus on the transitional portion of these
activities (e.g. going from sitting to standing and vice versa) instead of the static activity itself. However, we
expect that the development of methods such as [31] will be helpful in addressing these issues, as these methods
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also rely on video data collected from the same sources as that proposed in this paper, and simulated IMU data
can be generated on demand.
Indistinguishable Videos. There are a number of activities which may look visually similar but are actually
different in reality and measurable by IMU data, e.g. “lift going up” and “lift going down”. We expect that video
embedding space would fail on tasks seeking to distinguish such activities. We therefore suggest that a good
ZSL pipeline should take this into consideration in the definition of activity classes and reflect activities that are
both visually and inertially distinguishable; one might also consider combined semantic spaces so that the class
representation does not only consider videos as its source.
Impact of Changing Video Quality. We posit that our method is robust to common changes in video quality
(e.g. blurriness, occlusion, varying lightness, changing camera angles) due to our use of pre-trained video activity
recognition models which are robust to such variations. Specifically, we have employed the state-of-the-art
I3D network, which was pre-trained Kinetics-400, a dataset consisting of at least 400 clips per activity sourced
from YouTube. Thus, the resulting semantic space is given by a model which has already encountered videos
which vary greatly in quality (e.g. the camera framing, viewpoint, how the action was performed, clothing, body
pose), importantly these include videos which have considerable camera motion/shake, illumination variations,
shadows, background clutter, etc [26]. Together with image augmentation during training, we expect the model
to be able to extract embeddings while allowing for common variations in video quality. We have qualitatively
confirmed these assumptions by inspecting different subsets of randomly selected videos and their performances
used in Figure 4 (Section 5.2), where we observed no meaningful correlations between video quality and ZSL
results. As a systematic evaluation of the empirical impact of video quality on ZSL performances would require a
larger curated video dataset, we leave this investigation as a future work.

6.1 Future Work

Generalized Zero-Shot Learning. None of the previous works in IMU-based HAR have attempted a generalized
zero-shot learning (GZSL) setting [7], which generalizes the zero-shot learning task to one where both seen and
unseen classes are classified at test time. This is a realistic scenario for activity recognition tasks, since the seen
classes (which we have training IMU data for) are often the most frequently performed activities, so it is likely that
the seen activities are also targeting activities of a classifier. Since our current model has only been trained with
instances belonging to the seen classes, the resulting predictions will bias towards seen classes if our model was
naively applied for GZSL. There are some universal GZSL algorithms such as two-stage methods [23, 49] in which
we first classify whether an instance belongs to seen classes or unseen classes, or the calibrated-stacking-based
methods [8, 16, 22], in which the seen classes are deliberately disadvantaged during the final 𝑎𝑟𝑔𝑚𝑎𝑥 , but these
methods are not related to embedding spaces. We believe the more interesting and promising direction is the
generative-based methods [42], in which a conditional generative model is trained to take the semantic prototype
and synthesize an instance of the corresponding class, and then many instances of unseen classes could be
generated to train a classifier. We anticipate that if the semantic prototype is from a video semantic space, it
should contain much richer domain-specific information, which could lead to more realistic synthesized instances.
Data Augmentation on Videos. As shown in Section 5.2, we observe that the classification accuracy increases
with the number of videos used in constructing the semantic space, even when the videos are visually similar to
each other in the case of UTD-MHAD. While collecting or recording more videos may incur additional time, it can
be flexibly done depending on the research resources available. Another way to artificially generate more video
instances with minimum cost is to perform data augmentation on the base videos. Spatially, random cropping,
flipping and rotation could be easily applied to video frames. Temporally, window slicing may also be used to
break long videos into shorter pieces.
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Skeleton-Based HAR Models. To further reduce the domain gap between the IMU features and the class
prototypes generated from video data, we may consider other video-based models. A promising class of models
are those developed for skeleton-based HAR models [1]. The intuition is that the key points in the skeleton
explicitly represents the movement of body parts, and activity recognition models from these skeleton joints
will only focus on the video’s motion-related information, just like IMU-based HAR models. Many open-sourced
toolboxes exist which allow the easy extraction of skeleton joints from RGB videos (e.g. OpenPose [10]). In
addition, if researchers are considering recording their own videos, using skeleton-based data are better for
preserving the identities of human subjects.

7 CONCLUSION
In this paper, we propose a strategy to exploit videos of human activities to construct an informative semantic
space for zero-shot learning problems on IMU-based activity recognition. This novel video semantic space
effectively facilitates the knowledge transfer from state-of-the-art video action recognition models to unseen
activity recognition using IMU data. We evaluated our method on three public IMU datasets for zero-shot learning
and compared the results against traditional learnt and hand-crafted embedding spaces. Our results show that
our video embedding space consistently outperforms a word embedding space, and is comparable to the accuracy
of the manual attribute space. With these encouraging results, our investigation suggests that exploiting videos
of human activities as well as their associated models developed in the computer vision space has great potential
for improving activity recognition tasks using IMU data.
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APPENDIX

A TRAIN-TEST SPLITS
The splits of each dataset used throughout our experiments are shown in Table 3, Table 4 and Table 5.

We observe that the splits adopted by Wang et al [56] ensured that at least one activity of each type is present
in the training (seen) set and the test (unseen) set, according to the activity types which we have identified in
Table 6. Inspired by this, we constructe similar tables for DaLiAc (Table 7) and UTD-MHAD (Table 8) and arrive
at the current splits by randomly selecting classes of different activity types into the test set.

Table 3. Train-test split of the PAMAP2 dataset from Wang et al. [56].

Fold Test Classes
1 watching TV, house cleaning, standing, ascending stairs
2 walking, rope jumping, sitting, descending stairs
3 playing soccer, lying, vacuum cleaning, computer work
4 cycling, running, Nordic walking
5 ironing, car driving, folding laundry

Table 4. Train-test split of the DaLiAc dataset.

Fold Test Classes
1 sitting, vacuuming, descending stairs
2 lying, sweeping, car driving
3 standing, walking, bicycling on ergometer
4 washing dishes, ascending stairs, rope jumping

Table 5. Train-test split of the UTD-MHAD dataset.

Fold Test Classes
1 swipe left, cross arms, draw triangle, arm curl, jogging in place, pick up then throw
2 swipe right, basketball shoot, bowling, tennis serve, walking in place, squat
3 wave, draw x, boxing, two hand push, sit then stand
4 clap, draw circle clockwise, baseball swing, knock on door, stand then sit
5 throw, draw circle counter clockwise, tennis swing, hand catch, forward lunge
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Table 6. Activity types identified in the PAMAP2 dataset.

Activity Types Classes
Static activities lying, sitting, standing

"Walking" activities walking, Nordic walking, ascending stairs, descending stairs
House chores vacuum cleaning, ironing, folding laundry, house cleaning

Sports running, cycling, playing soccer, rope jumping
"Sitting" activities watching TV, computer work, car driving

Table 7. Activity types identified in the DaLiAc dataset.

Activity Types Classes
Static activities sitting, lying, standing
House chores washing dishes, vacuuming, sweeping

"Walking" activities walking, ascending stairs, descending stairs
Other activities car driving, bicycling on ergometer, rope jumping

Table 8. Activity types identified in the UTD-MHAD dataset.

Activity Types Classes
One-hand activities swipe left, swipe right, wave, throw, knock on door, hand catch
Two-hand activities clap, cross arms, arm curl, two hand push
Drawing activities draw x, draw circle clockwise, draw circle counter clockwise, draw triangle

Sports basketball shoot, boxing, baseball swing, tennis swing, tennis serve
Activities involving legs bowling, pick up then throw, jogging in place, walking in place,

sit then stand, stand then sit, forward lunge, squat

B SOURCE OF VIDEOS
The following table lists the video source of the example frames depicted in Figure 1 and Figure 2.

Table 9. Video source of selected example frames

Activity Classes Sources of Example Frames
Bicycling on ergometer Youtube video [27]

Descending stairs RealWorld dataset [52]
Computer work Kinetics dataset [12]

Lying RealWorld dataset [52]
Playing soccer Youtube video [53]

Vacuum cleaning Youtube video [11]
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C MANUALLY-DEFINED ATTRIBUTE SPACES
The following table lists the attribute-based class prototypes manually-defined for PAMAP2, DaLiAc and UTD-
MHAD respectively.

Table 10. Manual attributes for the PAMAP2 dataset from Wang et al. [56].

Attribute Aspects Body Movements Related Objects and Environments
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sitting 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 1 1 1 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1
standing 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 1 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
walking 1 0 1 0 1 0 1 0 0 1 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
running 1 0 1 1 1 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
cycling 1 0 1 0 1 0 0 1 0 1 0 0 0 0 0 0 1 1 1 0 1 1 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1

Nordic walking 1 0 1 0 1 0 1 0 0 1 0 0 0 0 0 1 0 0 0 1 1 1 0 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
watching TV 0 1 0 0 0 0 1 1 0 0 0 0 0 1 0 1 1 1 1 1 0 1 1 1 1 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0
computer work 0 1 0 0 0 0 1 1 0 0 0 0 0 1 0 1 1 1 1 1 1 1 1 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0
car driving 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 1 1 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1

ascending stairs 1 0 1 0 0 0 1 1 0 1 0 1 0 0 0 1 0 1 1 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 1 1
descending stairs 1 0 1 0 0 0 1 1 0 1 0 0 1 0 0 1 0 1 1 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 1 1
vacuum cleaning 1 0 0 0 0 1 1 1 0 1 1 0 0 0 1 1 0 1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0

ironing 1 0 0 0 0 1 1 1 0 0 0 0 0 1 1 1 0 1 1 1 1 1 0 1 1 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 1 0
folding laundry 1 0 0 0 0 1 1 1 0 0 0 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0
house cleaning 1 0 0 0 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 0 1 1 0 0 0 0 0 0 1 0 0 0 0 1 0
playing soccer 1 0 0 1 0 1 1 1 0 1 0 1 1 0 1 1 0 1 1 1 0 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1
rope jumping 1 0 1 1 0 0 1 0 0 0 0 1 1 1 0 1 0 1 1 1 1 1 0 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1

Table 11. Manual attributes for the DaLiAc dataset.

Attribute Aspects Body Movements Related Objects and Environments

Activity
Attribute m

ot
io
n

st
at
ic

cy
cl
ic
m
ot
io
n

in
te
ns
e
m
ot
io
n

tr
an
sl
at
io
n
m
ot
io
n

fr
ee

m
ot
io
n

bo
dy

ve
rt
ic
al

bo
dy

in
cl
in
e

bo
dy

ho
riz

on
ta
l

bo
dy

fo
rw

ar
d

bo
dy

ba
ck
w
ar
d

bo
dy

up

bo
dy

do
w
n

bo
dy

in
pl
ac
e

to
rs
o
tr
an
sf
or
m

ar
m
sm

ot
io
n

ar
m
ss

ta
tic

ar
m
sb

en
t

ar
m
ss

tr
ai
gh

t

ar
m
sb

en
t-
st
ra
ig
ht

tr
an
sf
or
m

ha
nd

sh
ol
d
so
m
et
hi
ng

le
gs

m
ot
io
n

le
gs

st
at
ic

le
gs

be
nt

le
gs

st
ra
ig
ht

le
gs

be
nt
-s
tr
ai
gh

tt
ra
ns
fo
rm

le
gs

al
te
rn
at
e
m
ov
e
fo
rw

ar
d

le
gs

m
ov
e
up

an
d/
or

do
w
n

se
at

bi
ke

po
le
s

te
le
vi
si
on

co
m
pu

te
r

ca
r

st
ai
rs

va
cu
um

iro
n

cl
ot
he
s

so
cc
er

ro
pe

er
go

m
et
er

br
oo

m

di
sh
es

in
do

or

ou
td
oo

r

Sitting 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 1 1 1 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
Lying 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 1 1 1 1 1 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1

Standing 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 1 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
Washing dishes 1 0 0 0 0 1 1 1 0 0 0 0 0 1 1 1 0 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0
Vacuuming 1 0 0 0 0 1 1 1 0 1 1 0 0 0 1 1 0 1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0
Sweeping 1 0 0 0 0 1 1 1 0 1 1 0 0 0 1 1 0 1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0
Walking 1 0 1 0 1 0 1 0 0 1 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1

Ascending stairs 1 0 1 0 0 0 1 1 0 1 0 1 0 0 0 1 0 1 1 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1
Descending stairs 1 0 1 0 0 0 1 1 0 1 0 0 1 0 0 1 0 1 1 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1

car driving 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 1 1 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
Bicycling on ergometer 1 0 1 1 0 0 0 1 0 0 0 0 0 1 0 0 1 1 1 0 1 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0

Rope jumping 1 0 1 1 0 0 1 0 0 0 0 1 1 1 0 1 0 1 1 1 1 1 0 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1
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Table 12. Manual attributes for the UTD-MHAD dataset.

Attribute Aspects Body Movements Related Objects

Activity
Attribute bo
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swipe left 1 0 0 0 0 0 1 0 1 0 0 0 1 0 1 1 1 0 0 0 0 0 1 0 0 0 0 0 0
swipe right 1 0 0 0 0 0 1 0 1 0 0 0 1 0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0

wave 1 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
clap 1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
throw 1 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

cross arms 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
basketball shoot 1 0 0 0 0 0 0 1 1 0 0 1 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 1

draw x 1 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0
draw circle clockwise 1 0 0 0 0 0 1 0 1 0 0 0 1 1 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0

draw circle counter clockwise 1 0 0 0 0 0 1 0 1 0 0 0 1 1 1 1 1 0 0 0 0 0 1 0 0 0 0 0 0
draw triangle 1 0 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0

bowling 0 1 1 1 1 0 1 1 1 1 0 1 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 1 1
boxing 1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0

baseball swing 1 0 0 0 1 0 0 1 1 0 0 1 0 0 0 0 1 1 1 0 0 1 1 0 1 0 0 0 1
tennis swing 1 1 0 0 1 0 1 0 1 1 0 1 0 0 0 0 1 1 1 0 0 1 1 0 0 1 0 0 1
arm curl 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0

tennis serve 1 0 0 0 1 0 0 1 1 0 0 1 0 0 0 0 1 1 1 0 0 1 1 0 0 1 0 0 1
two hand push 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
knock on door 1 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
hand catch 1 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0

pick up then throw 0 1 1 1 0 0 1 1 1 0 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 0 0 0 1
jogging in place 1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0
walking in place 1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0
sit then stand 0 1 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0 1 0 0
stand then sit 0 1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0 1 0 0
forward lunge 1 0 1 1 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0

squat 0 1 1 1 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0
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